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Using unstable periodic orbits to overcome distortion in chaotic signals

T. L. Carroll
U.S. Naval Research Laboratory, Code 6345, Washington, DC 20375
(Recieved 26 April 1999

Proposals to use chaos for communications have been hindered by the fact that broadband chaotic signals are
distorted by narrow band or frequency dependent communications channels. | show in this paper how the
unstable periodic orbits from a chaotic attractor may be used to estimate the parameters of a filter that has acted
on a signal from that attractor and estimate the chaotic signal, even when additive noise larger than the chaotic
signal is presen{.S1063-651X99)13111-9

PACS numbegps): 05.45.Vx, 05.45.Gg, 84.40.Ua

INTRODUCTION other UPO; the beginning of one UPO must come within
some small Euclidean distaneeof the end of the previous
The broadband nature of chaotic signals has led manyPO. The length of the UPO sequence may be shorter than
researchers to consider them as a new type of signal fahe length of some of the UPO's.
communicationg1-9]. While the broadband nature of cha-  There may be many possible UPO sequences for a par-
otic signals is attractive for applications in communications ticular length, but most sequences never show up in the ac-
it is also a drawback. Broadband signals are sensitive t@,a| attractor, so a large number of possible sequences can be
communications channels with narrow bandwidth or fre-giscarded. | then compare each of these sequences to a fixed
quency dependent distortion, especially if the distortion iSength segment of a time series from the chaotic attractor.

changing in time. In measuring signals from chaotic experipjgterent chaotic systems become uncorrelated with each

ments, the bandwidth of the instrumentation is also Impor,mer 5o | compare each unstable periodic orbit sequence
tant. There has been some work on either narrowing th

fith the time series segment by taking the cross-correlation
bandwidth of chaotic signa[40,11 or using adaptive filters g y g

f . h | ch isfigg 2 between them. | take the UPO sequence with the highest
to compensate for varying channel characterisf@sl2. . oo correlation as the best approximation to the segment

'Lhese mfet_hlods use self-sygg_h_romzw_\g chaotic systems, §f,m the chaotic time series. The fit is never exact because
they are fairly sensitive to additive noise. . this is only an approximation technique, but, with a large

In this paper, | describe a method of correcting for Chan'enough set of UPO sequences, | can obtain maximum cross-
nel distortions that is less sensitive to added noise. Thi ’

. o ) orrelation values of 0.98 or greater.
method does not use chaotic synchronization, but instead de- g

pends on estimating the original chaotic signal by comparing
to a set of possible fixed-length sequences built up from the
unstable periodic orbitgUPQ’s) for the chaotic attractor
[13,14. The method described in this paper does require a |n previous work13,14] these UPO sequences were used
large amount of computation, so it may not yet be truly prac+o estimate chaotic time series from flows or maps that were
tical for communications, but there may be ways to speed Ugoorrupted by noise. In this work, the UPO sequences are

CORRECTING FOR DISTORTION

the computation. used to extract information from a chaotic signal that has
been filtered by a second order bandpass filter. The original
UPO’s AND SIGNAL ESTIMATION chaotic signal is encoded with binary information by multi-

plying it by =1. The signal is passed through a digital ver-

While there are an infinite number of UPO’s embedded insion of a second order bandpass filter. The signal is then
a chaotic attractor, many dynamical quantities may be estieompared with a set of UPO sequences which are filtered
mated based on a finite number of low period orfils—22.  with a similar bandpass filter. It is assumed that the param-
Thus a finite set of UPO’s may be used to construct an apeters of the bandpass filter are not known, so as each UPO
proximate skeleton for the attractor. A set of UPO’s may besequence is compared to the incoming filtered chaotic signal,
extracted from a time series signal generated by the systetne filter parameters are varied to maximize the cross corre-
[19,23 or calculated directly if the equations of motion are lation between the filtered UPO sequence and the incoming
available[24]. signal. Once again, the UPO sequence with the largest cross-
correlation is taken as the best approximation to the incom-
ing signal, and the filter parameters estimated for that se-
quence are taken as the best estimate for the filter. The

| would like to construct approximate trajectories for ainformation signal(+=1) may then be estimated based on
chaotic attractor from the set of UPQO'’s that have been foundvhether or not the largest cross-correlation is positive or
for that attractor. | combine UPO'®@r parts of UPO’'sto  negative.
form a set of UPO sequences of some fixed length. | use a Fitting the filter parameters is time consuming, but it does
continuity condition to decide which UPO may follow which not have to be done for each time interval. Depending on

GENERAL APPROACH
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FIG. 1. (a) Power spectrunP for a long time series of the | | r r T r T T
unmodulatedz signal from Eq.(1). (b) Amplitude of the transfer 60 80 100 120 140 160 180 200

function A from Eq. (2). The dotted line isA for Q=0.5 andw, t (s)
=0.5; the solid line is foQ=2.0 andw.=0.5.
FIG. 2. (&) Information signals, which modulates the chaotic
how fast the channel is changing, the filter parameters neechrrier.(b) Modulated chaotic carrier signal (before filtering. (c)
to be fit only occasionally. Filtered modulated chaotic carrier signal (Q=2.0 and w,
=0.5).
CHAOTIC SYSTEM

function A. The dotted line shows the transfer function for

The chaotic system used here is a modified version o —q 5, while the solid line shows the transfer function for
Sprott's systenB [25]. The equations for this system were Q=2.0 (w,=0.5 in both casés The transfer function was

used to calculate the coefficients for the digital filter. The
dx : . . . . :
—=0.4y7, filtered signal wag; . Figure 2 shows the information signal

dt s, the modulated carrier signal, and the filtered carrier
signal z; when Q=2 and w,=0.5. The value ofs was
diyi _ switched every 256 point&@bout four cycles
at =x—1.2,
dz ESTIMATING THE CARRIER SIGNAL
dt 1=xy. @ | first used the method of close approach®g] to find a

set of UPO’s up to period 10 for Sprott's systesn The
The equations were integrated with a fourth order Rungeerbits were extracted from a three-dimensional time series. |
Kutta integrator with a time step of 0.2[26]. then constructed a set of UPO sequences about two cycles
Thezsignal was multiplied byg= =1 to create the modu- long (or 128 points at 0.2 s/pointBy one cycle(or one
lated carrier signaty. The modulated carrier signal was then period, | mean the period of the lowest period UPO. When

filtered by a digital filter with the transfer function creating the UPO sequences, the maximum Euclidean dis-
) tance allowed between the end of one UPO and the begin-

Alw)= i @) ning of the next was 2% of the rms amplitude of the orbit. In
Q(1+iQ/Q—0?%)’ order to reduce the number of 128-point UPO sequences, |

generated a long time series of thesignal from Sprott’s
where the normalized frequen€y= w/w., w. was the cen- systemB and for each 128-point segment of the time series
ter frequency of the pass band, aQdvas the ratio of center found the UPO sequence with the largest cross-correlation.
frequency to bandwidth. Figurgd shows the power spec- | kept track of how often each UPO sequence was the best
trum from a long time series of thesignal(no modulation  approximation to a segment of the chaotic time series. |
from Eq.(1). Figure 1b) shows the amplitude of the transfer found that keeping only the sequences that occurred more
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FIG. 3. Probability of the bit erroP},, as a function of filtelQ. FIG. 4. The same data as Fig. 3, but points over 0.5 have been

The open squares are when no correcting filter is used on the UP€ubtracted from 1.
sequences in the receiver; the solid circles are when the UPO se-
quences are filtered with a filter whose parameters are adaptive

. %e best UPO sequence, and recalculate the filter parameters
determined.

if the cross-correlation drops by more than a certain amount.

. . L Other adaptive channel equalization methods attempt to
than 0.05% of the time provided an adequate approximatiofh et the filtering characteristics of the chanfi@|12]. In-

in that smallest of the maximum cross-correlation values Wa%erting the filter would work here. but would also make the
still greater than 0.9. Keeping more sequences could providgstimation process more sensitivé to noise.

a better approximation. _ Figure 3 shows the result of the detection process aQthe
After truncating the set of 128-point UPO sequences, |yt the filter that produces; is varied. The filter center fre-

combined the remaining sequences to form UPO SequenCesenc P ;

. . Yo, is fixed at 0.5. The black circles show the prob-
of length 256bp(_)|nts. | trufncated this set of length 256 S€ability that an error is made in estimating the value of the
quinces to?} tain a set Of élGZdl_JPOhsequfences: _ Iinformation signals (Pp) when both filter parameters are

O start the process of decoding the information sighalegtimated as described above. The probability of making a
each of these UPO sequences in turn was filtered by a digitgly o..or pecomes larger as the filt@rincreasesthe band-

_fiIterr:/v itfh a transfer fur}ctri]on _given b_y E2). Wh(_en deftect- width becomes narrowgrFor comparison, the open squares
Ing the first segment of the time Se.“?SZ‘Pf. aseres of 512 ;, Fig. 3 show the probability of bit error when no filter is
points was passed through the digital filter. The first 256,504 o the UPO sequences in the receiver. The probability
points were O, while the next 256 points came from one Ofy¢ it error is higher by as much as two orders of magnitude
the UPO sequences. For later segmentgsofthe first 256 e no filtering is used at the receiver. Clearly, the adaptive
points of the filtered time series came from the UPO Seyjyaring at the receiver improves the reception of the chaotic
quence corresponding to the best fit to the previous segmegt, riar signal.

of z; (multiplied by the estimated value sf £1). The sec- The highest probability of bit error for a binary scheme
ond 256 points of the filtered time series came from one Ots,hould be 0.5; eithet or — is equally possible. The prob-

the 1162 UPO sequences. The sequences were filtered iyjiry of bit error in Fig. 3 is seen to exceed 0.5. This means

pairs to account for leakage of the previous sequence into thg ot the receiver is estimating that the bit present is the op-
next sequence, caused by the filtering.

The UPO sequences were searched as follows: first, one
of the UPO sequences was chosen and filtered. The cro: 4,
correlation between the filtered UPO sequence and an equ
length segment frorz; was calculated for all possible lags, 257
and the largest value of the cross-correlation was saved. Tt
parameterso, andQ were then varied by a linear optimiza-

2.0 ~

tion routine [26] in order to maximize the largest cross- %7
correlation between the UPO sequence andThis proce- d'w _
dure was repeated for each UPO sequence. The sequer J

with the largest cross correlation was taken as the best a] %57

proximation toz;, and the filter parameters that maximized , |

the cross-correlation for this sequence were taken as the p

rameters of the filter. 0.5 =
Once the filter parameters had been estimated for the in I I I I I

tial 256-point segment of; , it was not necessary to estimate 10 '8 Q*° 2% 80

them again for the next segment. If the channel parameters

do not change too quickly, it is not necessary to perform this F|G. 5. Adaptively determined filter paramet®f as a function

estimation very often. If the channel parameters are changf the actual filter paramete®. The line represents a perfect fit,

ing, one could monitor the cross-correlation betweeand Q;=0Q.
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FIG. 6. Adaptively determined filter parametef as a function
of the actual filter paramet&). The line represents the actual filter )
parametew.=0.5. 10 15 20 o5
posite of what was sent. It should be possible to come u E/N,

with a communications scheme that is not affected by this FiG. 7. Probability of the bit erroP,, as a function of energy
phase flip(the carrier signal itself could be inverted during per bit E, divided by the noise power spectral density when
transmissiojy so estimating the opposite bit is not really an Gaussian white noise is added to the chaotic carrier. The open
error. Figure 4 shows the same information as Fig. 3, but alsquares indicate when no correcting filter is used on the UPO se-
probabilities over 0.5 are subtracted from 1. For the unfil-quences in the receiver, and the solid circles when a correcting filter
tered case, the probability of bit error actually goes through ds used. The arrow indicates where the rms of the unfiltered noise is
maximum neaiQ=1.2. The maximum probably comes be- equal to the rms of the unfiltered carrier signal.

cause different frequencies in the carrier are being phase

shifted by different amounts as the filt®changes. At some s lower when the noise rms is less than or equal to the signal
phase shift, it is not possible to tell if the carrier signal isyms. The open squares in Fig. 7 represent the probability of
rightside up or upside down, but shifting the phase farthebit error when no filter is used to compensate for filtering by
makes the carrier appear inverted. the channel. The adaptive filtering described above clearly
In Figs. 3 and 4, there is considerable scatter in the probimproves the probability of bit error even when noise as
ability of bit error for the adaptively filtered signal. This is large as the transmitted signal is present. It was also noted
caused by inaccuracy in estimating the filter parameters. Fighat the estimates of the filter parameters were better for
ure 5 shows the estimate@l (Qs) for the filter vs the actual |ower levels of noise. Using longer sequences will also re-
Q. The solid line is at 45°Q¢= Q). The estimate® is close  duce the probability of bit error, at the expense of requiring
to the actualQ for smaller values oD, but there is consid- more energy to send a bit.
erable departure at larger values.
Figure 6 shows the estimated value®f (w;) as a func-
tion of the filterQ. The solid line is the actual value aof;, CONCLUSIONS
0.5. Once again, a® increases, there is considerable depar-

It was seen previously that it is possible to approximate
ture of ws from the actual value o, . P y P bp

chaotic time series with UPO sequences. As long as one has
already digitized the chaotic signal in order to fit to the UPO
EEFECTS OF NOISE sequences, it makes sense to apply other signal processing
techniques to improve the received signal. It has been shown
In order to be useful, a communications system mushere that if the transmission channel acts as a filter, and one
work in the presence of noise. The method described abovieas a model of that filter, it is possible to estimate the filter
was evaluated when Gaussian white noise was added to tiparameters by comparing to the UPO sequences, and use the
modulated chaotic time serigs before filtering. The modu- filter estimate to decrease the probability of bit error in the
lation was detected as above by computing the crosssommunication system.
correlation with possible UPO sequences and fitting the filter Other than communications, these techniques might also
parameters from a model of the filter. Figure 7 shows thebe useful for data analysis, such as identifying the presence
probability of bit errorP,, as a function of the energy per bit of a particular attractor when noise or filtering affects the
E,, divided by the noise power spectral dendity. The en-  detection process. It is necessary, of course, to have access to
ergy per bit is found by multiplying the average signal powerthe noise-free attractor beforehand in order to calculate the
by the length of time required to send one bit. The arrow onlUPQO's. There are computational issues that make the appli-
the E, /Ny axis in Fig. 7 corresponds to an unfiltered noisecation of the techniques described in this paper to communi-
rms equal to the unfiltered signal rms. The fil@was set at cations difficult. Finding the best fit UPO sequence by cal-
a constant value of 1.0, while the filter frequeney- 0.5. culating cross-correlations with all the other sequences is
The solid circles in Fig. 7 represent the probability of bit slow, so some better method of searching for the best se-
error when the UPO sequences were filtered with a digitafjluence is necessary. If such a technique can be found, how-
filter whose parameters were estimated by the methods dever, these methods do have much potential for improving
scribed above. It can be seen that the probability of bit errocommunications technology.



PRE 60 USING UNSTABLE PERIODIC ORBITS TO OVERCOH. .. 5473

[1]L. M. Pecora and T. L. Carroll, Phys. Rev. Lefi4, 821 [13] T. L. Carroll, Phys. Rev. 59, 1615(1999.

(1990. [14] T. L. Carroll (unpublished
[2] K. M. Cuomo, A. V. Oppenheim, and S. H. Strogatz, IEEE [15] D. Auerbach, P. Cvitanovic, J. P. Eckmann, G. Gunaratne, and
Trans. Circuits Syst40, 626 (1993. I. Procaccia, Phys. Rev. Le&8, 2387(1987).
[3] S. Hayes, C. Grebogi, E. Ott, and A. Mark, Phys. Rev. Lett.[16] R. Badii, E. Brun, and M. Finardi, Rev. Mod. Phy&6, 1389
73, 1781(1994. (1994.
[4] G. Kolumban, M. P. Kennedy, and L. O. Chua, IEEE Trans.[17] B. R. Hunt and E. Ott, Phys. Rev. &, 328 (1996.
Circuits Syst., I: Fundam. Theory App#4, 927 (1997). [18] Y. C. Lai, Y. Nagai, and C. Grebogi, Phys. Rev. L&, 649
[5] L. Kocarev, K. S. Halle, K. Eckert, L. O. Chua, and U. Parlitz, (1997.
Int. J. Bifurcation Chaos Appl. Sci. Eng, 709 (1992. [19] D. P. Lathrop and E. J. Kostelich, Phys. Rev.4R8, 4028
[6] U. Parlitz, L. Kocarev, T. Stojanovski, and H. Prekel, Phys. (1989.
Rev. E53, 4351(1996. [20] P. Schmelcher and F. K. Diakonos, Phys. RevsE 2739
[7] R. Rovatti, G. Setti, and G. Mazzini, IEEE Trans. Circuits (1998.
Syst., I: Fundam. Theory App#5, 496 (1998. [21] K. Pawelzik and H. G. Schuster, Phys. Rev.48 1808
[8] N. F. Rulkov, M. M. Suschick, L. S. Tsimring, and H. D. I. (1991.
Abarbanel, Phys. Rev. k1, 980(1995. [22] S. M. Zoldi and H. S. Greenside, Phys. Rev.5F, 2511
[9] L. O. Chua, T. Yang, G.-Q. Zhong, and C. W. Wu, IEEE (1998.
Trans. Circuits Syst43, 862(1996. [23] P. So, E. Ott, S. J. Schiff, D. T. Kaplan, T. Sauer, and C.
[10] T. L. Carroll, Phys. Rev. 50, 2580(1994). Grebogi, Phys. Rev. Let?6, 4705(1996.
[11] N. F. Rulkov and L. Tsimring Int. J. Circuit Theory Applica- [24] T. S. Parker and L. O. Chu®ractical Numerical Algorithms
tions (to be published for Chaotic System&Springer-Verlag, New York, 1989

[12] A. V. Oppenheim, K. M. Cuomo, R. J. Barron, and A. E. [25] J. C. Sprott, Phys. Rev. &0, 647 (1994).
Freedman, irProceedings of the 3rd Technical Conference on[26] W. H. Press, B. P. Flannery, S. A. Teukolsky, and W. T. Vet-
Nonlinear Dynamics and Full Spectrum Processiadited by terling, Numerical RecipesCambridge University Press, New
R. A. Katz (AIP Press, New York, 1995 York, 1990.



